
 

Solving the Memory Wall in the AI Era 

Abstract: As artificial intelligence (AI) continues to evolve, the exponential growth in 

model complexity and data volume is placing unprecedented demands on memory 

bandwidth and capacity. Overcoming the challenges posed by the memory wall is 

therefore essential for designing computing platforms that can sustain the rapid 

advancement of AI. Addressing this bottleneck requires efforts spanning algorithmic 

optimizations, novel architectural designs, and breakthroughs in memory technologies. 

In this talk, I am going to share our recent work on solutions to tackle the memory wall 

challenge, including compute-in-memory architecture, computational storage, and 

model training strategy designed to exceed the capacity limitations of GPU memory. 
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